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Understanding the essence of time

Part 1
the Differences Between Local Clocks and Distributed Clocks in IEEE 802.1AS
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Introduction

In the realm of network time synchronization, the importance of accurately aligned
timekeeping systems cannot be overstated. This is particularly true in complex
networks where precision timing is critical for the coordination of various devices
and systems. It is not only a fundamental prerequisite for many intelligent network
mechanisms, but also the basis of the "wall clock” or "time domain", i.e. the
network’s (devices) understanding of time. The IEEE 802.1AS standard, also known as
Generalized Precision Time Protocol (gPTP), plays a pivotal role in achieving this
synchronization, especially in audio/video bridging (AVB) and time-sensitive
networking (TSN) applications that are more and more common in automotive and
industrial network architectures. This article delves into the nuances of local and
distributed clocks within the context of IEEE 802.1AS, highlighting their differences
and operational significance.

Local Clocks: The Heartbeat of Individual Devices

Local clocks are, as the name suggests, timekeeping mechanisms that operate
independently within each device on a network. These clocks are typically based on
crystal oscillators and are inherent to each networked device, such as switches,
routers, or end devices. The accuracy of a local clock is limited by the quality of its
oscillator and is prone to drift (changing its pulse frequency slightly up or down)
over time due to temperature changes, aging, and other environmental factors.

1. Definition and Functionality: A local clock is the timekeeping mechanism within
a single device. It operates freely and independently, generating its own timing
signals based on its internal oscillator.

local clocks (no synchronisation)

2. Accuracy and Stability: The precision

Independant clocks

of local clocks can vary significantly
based on the quality of the oscillator
used. Higher-quality oscillators offer
better stability and less drift over time,
which is crucial in maintaining time
accuracy.

3. Challenges: The main challenge with
local clocks is their tendency to drift
away from a universal time standard.
Over time, even small inaccuracies can
accumulate, leading to significant
synchronization issues in a networked
environment.
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Distributed Clocks: Ensuring Network-wide Synchronization

Distributed clocks, on the other hand, are part of a network-wide time
synchronization system. In the context of IEEE 802.1 AS, distributed clocks refer to a
mechanism where time is synchronized across all devices in a network. This is
achieved by calculating the differences of each local clock of each device in the
network compared to an elected grandmaster clock, and then distributing this
information to each device. By knowing the offset to its own local clock, each device
is now capable to understand time in the same way (time domain). This protocol is
an adaptation of the Precision Time Protocol (PTP), defined in IEEE 1588, tailored for
local area networks.

1. Concept and Implementation: Distributed clocks refer to a system of clocks
across multiple devices in a network that are synchronized to a common time
source. IEEE 802.1AS utilizes this concept to ensure that all devices in a network
are operating on the same time frame.

2. Role of gPTP: The Generalized Precision Time Protocol (gPTP) under IEEE 802.1AS
is instrumental in managing distributed clocks. It works by selecting a
Grandmaster Clock, usually the device with the most accurate and stable time
source, to act as the reference for all other devices (slaves) in the network.

3. Precision and Reliability: By using synchronization messages and compensating
for transmission delays, gPTP is able to align the local clocks of all devices with
the Grandmaster Clock. This results in a high degree of precision and reliability
in time-sensitive applications.
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Key Differences and Operational Impact

1. Autonomy vs. Coordination: Local clocks operate autonomously, while
distributed clocks are part of a coordinated system under |[EEE 802.1AS. This
coordination is essential for applications where timing precision across multiple
devices is critical.

2. Susceptibility to Drift: Local clocks are more susceptible to time drift, whereas
distributed clocks, through continual synchronization with the Grandmaster
Clock, maintain higher accuracy over time.

3. Application Suitability: Local clocks may suffice in less time-sensitive
environments, but distributed clock systems are indispensable in scenarios
requiring precise synchronization, such as in automotive networks, industrial
automation, telecommunications, and multimedia streaming.

Conclusion

In summary, while local clocks provide the basic timekeeping function within
individual devices, their tendency to drift makes them less suitable for
environments where time synchronization is crucial. Distributed clocks, as
orchestrated by IEEE 802.1AS and gPTP, offer a robust solution for maintaining
precise time alignment across a network, ensuring that all devices operate in
unison. Understanding these differences is key to implementing effective time-
sensitive networking solutions in various technological domains.
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